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The thermal aging of Fe-Cr alloys was simulated using atomistic kinetic Monte Carlo techniques. The study
was performed varying the Cr content in the range of 12–18 at. % Cr and at temperatures within the misci-
bility gap, where �-�� phase separation occurs. The evolution of the phase-separation process was character-
ized in terms of precipitate shape, composition, density, and mean size. The results offer a description of �-��
phase separation in its early stage, which is hardly accessible to experiments and of key importance in
understanding the change in mechanical properties of Fe-Cr alloys under thermal aging. The critical size for a
stable precipitate was estimated from the simulation data in the framework of Gibbs’s homogeneous nucleation
theory. The obtained results are compared, whenever possible, with available experimental data and the reli-
ability, as well as the shortcomings, of the applied method is discussed accordingly. Despite strong oversim-
plifications, the used model shows good agreement with experimental data.
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I. INTRODUCTION

Fe-Cr alloys are the base for ferritic and ferritic/
martensitic �F&FM� steels, which have a wide range of
applications as structural materials in aggressive high-
temperature environments, such as gas turbines in conven-
tional power plants or key components in future nuclear re-
actors. Binary Fe-Cr alloys and F&FM steels undergo �-��
phase separation if the Cr content xCr exceeds �9% in the
region of temperatures potentially important for technologi-
cal applications ��600 K�.1–10 The formation of finely dis-
persed nanometric-size Cr-rich precipitates in the bulk and at
dislocations is long known to be the cause of hardening and
embrittlement of F&FM steels with xCr�14% after thermal
aging �475 °C embrittlement1–5�, as well as, at even lower
temperature and Cr content, under irradiation, which is found
to accelerate the phase-separation process7,9,10 or possibly
induce it.11–13 Therefore, a quantitative understanding of the
kinetics of �-�� decomposition and its impact on mechanical
property changes in Fe-Cr alloys must be pursued.

Experiments involving thermal aging are time consuming
�years�, especially at relatively low temperature and xCr close
to the solubility limit. Tracing experimentally the kinetics of
the unmixing from its very first stage is not trivial because:
�i� the precipitates are coherent with the matrix, �ii� they are
not pure and contain about 5–15 at. % Fe,1–3,9,10,14–16 and
�iii� the background concentration of the matrix material that
experienced phase separation is at least 8 at. % Cr,17–21 i.e.,
the depleted matrix is still a concentrated alloy. Due to the
negligible strain field, transmission electron microscopy
�TEM� experiences difficulties in detecting coherent precipi-
tates of nanometric size.9,10 More appropriate techniques,
such as tomographic atom probe �TAP� and small-angle neu-
tron scattering �SANS�, also have drawbacks. TAP may not
be fully reliable for the identification of the actual Cr con-
centration in the precipitates and requires corrections.22

SANS has been extensively used to study �-�� unmixing in
Fe-Cr �e.g., Refs. 6 and 8–10�, but this technique provides no
information about the morphology of precipitates in real

space23 and requires assumptions �e.g., about precipitate
composition� to extract quantitative information from the ob-
tained spectra.6,8–10 For a rigorous and reliable study, differ-
ent experimental techniques should therefore be combined,
which is an expensive and time-consuming procedure. As a
matter of fact, very few experimental works providing de-
tailed information about �-�� precipitation in Fe-Cr alloys
are available in the literature up to now, particularly for the
range of compositions of technological application in power
plants, i.e., �20 at. % Cr. Most work has been devoted to
the study of spinodal decomposition in the model alloys with
Cr content well above the F&FM steel composition �see Ref.
23 and references therein for a review�.

Computer simulations seem therefore to be an attractive
solution to complement the available experimental data, es-
pecially for the alloys with �20 at. % Cr and temperature
below 800 K, where little or no experimental data are avail-
able. For a correct description of the diffusion process an
atomistic description is necessary, from which the precipitate
composition and morphology follows naturally.

Atomic-level computer simulations of Cr precipitation in
Fe-Cr alloys have been proposed in Refs. 24 and 25. In the
former, a rigid lattice cluster expansion �CE� and an ex-
change Monte Carlo �MC� approach were used to study the
precipitate morphology qualitatively. In the latter, an inter-
atomic potential and off-lattice Monte Carlo in transmutation
ensemble were used to quantify the short-range-order �SRO�
parameter as a function of Cr content and temperature. How-
ever, neither work provides information about the kinetics of
the precipitation process. In particular, the different stages of
nucleation, growth, and coarsening could not be distin-
guished.
In addition, the precipitates obtained in both works con-
sist of pure Cr, which is contradictory to experimental
observations.1–3,9,10,14–16

We apply here a classical rigid lattice atomistic kinetic
Monte Carlo �AKMC� approach to simulate the thermal ag-
ing of Fe-Cr alloys. The point-defect migration barriers as a
function of the local atomic environment �LAE� are evalu-
ated on the fly using a density-functional theory �DFT�-based
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interatomic potential to describe the energetics of the system.
The precipitates resulting from these simulations contain a
few percents of Fe, in agreement with experimental measure-
ments. To identify them from the Fe-Cr background, a
method described in Ref. 26 is applied. Alloys in the com-
position and temperature ranges of 12–18 at. % Cr and
600–800 K were studied with the purpose of: �i� tracing the
evolution of precipitate number density and mean size, as
well as of the Cr concentration in the matrix, as a function of
annealing time, varying temperature and Cr content; and �ii�
characterizing the precipitates in terms of shape, composi-
tion, and critical size for nucleation. The results obtained are
meant to be used later for the study of the precipitate hard-
ening mechanisms in Fe-Cr alloys by means of molecular
dynamics �MD�. In addition, we performed simulations in
the Fe-20Cr alloy in order to compare the results of our
model with the few available experimental data, where infor-
mation about the kinetics of the phase-separation process is
provided. We find very reasonable agreement, despite the
oversimplification of the model, as discussed in Sec. III C.
The limitations inherent to the technique itself are also dis-
cussed in Sec. IV C.

II. COMPUTATIONAL DETAILS

A. Simulation of thermal aging

The thermal aging of the binary Fe-Cr alloys was mod-
eled using a rigid lattice AKMC technique27 implemented in
the LAKIMOCA package.28 Initially, the Cr atoms are ran-
domly distributed in a body-centered-cubic �bcc� Fe matrix.
The evolution of the system leading to the atomic redistribu-
tion is driven by single vacancy diffusion. The diffusion
jump frequency of the vacancy, �, is evaluated as a thermally
activated process, �=�0 exp�−Em /kBT�, where �0 is an at-
tempt frequency chosen to be constant and equal to 6
�1012 s−1, Em is the LAE-dependent migration energy, kB is
the Boltzmann constant, and T is the absolute temperature.
Note that a priori the attempt frequency �0 is also LAE de-
pendent; however, this dependence can be neglected as com-
pared to that of Em since the latter appears in an exponent. In
order to account for the LAE dependence of Em, an algo-
rithm adopting the Kang and Weinberg �KW� energy barrier
decomposition �henceforth KW decomposition�29 is used.
This implies that Em=E0+�Ef−i /2, where �E is the total
energy change after and before the jump and E0 is the excess
migration energy. �E is calculated on the fly using an inter-
atomic potential as cohesive model �see Sec. II B�. In order
to enhance the computing speed, however, the energy of each
atom is evaluated by including its interaction up to the third-
nearest-neighbor �nn� shell only. As E0, we choose the mi-
gration barrier of the atomic species exchanging position
with the vacancy �Fe or Cr in our case�, in the limit of infi-
nitely dilute solution, as obtained from DFT calculations,
namely, E0�Fe�=0.65 eV and E0�Cr�=0.56 eV.30 In this
simplified scheme E0 is determined only by the migrating
species, assuming that it has negligible dependence on the
LAE, accounted for only in the �E term.27,31 The assumption
of LAE-independent E0 has, however, some shortcomings
that may be of importance and are briefly discussed in Sec.

IV C. In addition, this model does not include vibrational
entropy and magnetic disorder effects, which in principle are
needed to reproduce correctly the experimental phase
diagram.32 As discussed in Sec. IV C, this is, however, not a
major drawback for the temperature range considered here.

In a bcc lattice, there are eight possible first-nearest-
neighbor sites where a single vacancy can jump to �ex-
changes with farther neighbors require much higher migra-
tion energy�. In the model adopted here, each vacancy jump
corresponds to a Monte Carlo step. The jump to be per-
formed is chosen based on its probability, evaluated in terms
of jump frequency. The time between two jumps is calcu-
lated according to a mean residence time algorithm, i.e., the
inverse of the sum of the eight possible jump frequencies.27

The Cr content and simulation temperatures were chosen
to be inside the miscibility gap where �-�� phase separation
is expected and in the range of technological interest for
nuclear applications: 12–18 at. % Cr and 600–800 K. Addi-
tional simulations were performed at 773 and 900 K for di-
rect comparison with experiment �Sec. III C� and to provide
additional data as explained in Secs. III A and IV A, respec-
tively. The annealing processes were simulated up to �1–2�
�1010 MC steps �depending on temperature� when the
coarsening regime was reached. This corresponded to a
Monte Carlo simulation time tMC of �130, 14, and 4 s for
600, 700, and 800 K, respectively. The correspondence be-
tween tMC and the real annealing time in an experiment treal is
discussed in Sec. III C. The CPU time required by each
simulation was on the order of 30 days. Each simulation was
performed twice, with different seeds for the initial random
distribution of Cr atoms and to start the sequence of Monte
Carlo steps. Cubic boxes containing 128 000 atoms were
used, which were checked to be adequate to avoid size ef-
fects on the energy evolution.

B. Choice of the cohesive model

The thermodynamic properties of Fe-Cr alloys are par-
tially driven by a complex magnetic interaction,33 which is
challenging to model. Due to this magnetic interaction, a
change in sign in the heat of mixing occurs, which is nega-
tive below a critical concentration and positive above it.33–35

As a result, Cr atoms in the alloy may exhibit a tendency to
order or to form clusters in the regions of negative and posi-
tive heat of mixing, respectively. Depending on the DFT ap-
proximations used, the critical concentration varies between
4 and 10 at. % Cr.32,34,35 For our study, it is essential that the
above-mentioned properties are well reproduced by the co-
hesive model implemented in the AKMC code.

In the literature there are to our knowledge only three
cohesive models that, without explicitly including mag-
netism, nevertheless succeed in reproducing the Fe-Cr
thermodynamic properties reasonably well. These are a
concentration-dependent model �CDM� by Caro et al.,36 a
two-band model �2BM� by Olsson et al.,37 and a cluster ex-
pansion model by Lavrentiev et al.24 The former two formal-
isms are ad hoc extensions of the embedded atom method,38

where an additional term dependent on local concentration
was introduced. Since our objective is to use the results to
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perform MD simulations of the interaction of dislocations
with Cr precipitates, the CE model is not suitable. In addi-
tion, such a model does not allow—should it be needed or
possible in an AKMC framework—relaxation effects to be
introduced.

Among the two potentials we opted for the 2BM since
this model provides a phase diagram closest to the real one32

when including vibrational entropy. Since vibrational en-
tropy effects are not incorporated in the presently used rigid
lattice model, the solubility is, as a consequence, underesti-
mated at high temperature �	900 K�. In any case, at high
temperature nonmagnetic models are expected to be less re-
liable, as discussed in Sec. IV C. Thus, the solubility limit
underestimation provided by our model in that region is not
a major shortcoming, as the model will not be used in that
range. The incorrect description of the thermodynamic prop-
erties of the alloy at high temperature does not diminish the
validity of the model in the appropriate range.

Another reason to choose the 2BM is that it provides a
very good description of vacancy migration barriers �ob-
tained for few different LAEs� when compared to existing
DFT data,39 as is presented in Fig. 1. The comparison with
DFT of the migration barriers calculated from 2BM and
CDM potentials, using the nudged elastic band �NEB�
method,40 shows that neither model provides a one to one
agreement with the DFT values. However, the 2BM is
clearly closer, especially for the low migration energy values,
which correspond to the most frequent transitions. When
comparing the NEB values with the KW decomposition re-
sults �superposed in Fig. 1�, it can be seen that the difference
is generally small, especially for low migration energy val-
ues. This partially justifies the adoption of the KW decom-
position instead of more elaborate models, such as those
sketched in Ref. 41.

Finally, the 2BM potential is the only cohesive model that
predicts a composition of �� precipitates in a broad agree-
ment with experimental observations,26,32 suggesting that the
precipitates contain a few percent of Fe,1–3,9,10,14–16 rather
than being pure Cr, as predicted by the other two models.24,36

In summary, the choice of the cohesive model and of the

migration energy expression was made based on transferabil-
ity of the results to forthcoming works, consistency with ex-
periment and DFT calculations, and as well as simplicity.

C. Precipitate analysis

The atomic configurations from the AKMC simulations
were postprocessed to identify and characterize the formed
precipitates. A methodology presented in Ref. 26 that is ca-
pable of identifying nonpure coherent precipitates from a
matrix containing also a high concentration of solute atoms
has been applied. This technique is based on the idea of
associating with each atom an on-site concentration obtained
as the concentration within the Nth-nearest-neighbor shell
�here fifth nn�. The precipitates are then identified as formed
by all the lattice sites with a local concentration higher than
or equal to a given threshold concentration �here 0.94, close
to the Cr-rich phase boundary� augmented by all the sur-
rounding lattice sites within Nth-nearest-neighbor distance.

The volume Vp assigned to each precipitate was estimated
as Vp=Np

atV0, where V0 denotes the atomic volume and Np
at is

the number of atoms forming the precipitate. Assuming a
spherical shape, the precipitate diameter dp is estimated as
dp=�36Vp /
 and the precipitate number density Np �hence-
forth just density� is found as the ratio between the total
number of precipitates and the total volume of the simulation
box. Note that the applied procedure for the identification of
the precipitates consistently excludes from the density count
the very small Cr clusters, thereby spontaneously removing
the problem of assigning a lower limit size to discriminate
between precipitates and clusters. Based on the results of the
model, an analysis aimed at unequivocally determining the
critical radius for nucleation has subsequently been per-
formed.

III. RESULTS

A. Size and density of precipitates

Applying the analysis described in Sec. II C, the precipi-
tates were singled out from the Fe-Cr matrix during thermal
annealing, as illustrated in Fig. 2, and their average diameter

d̄p and density Np were determined as functions of tMC.
These quantities are presented in Figs. 3 and 4. In Fig. 5, xCr
in the matrix and the precipitated atomic fraction fp at the
limiting temperatures studied here, i.e., 600 and 800 K for all
simulated concentrations, are plotted as functions of tMC.
From these figures, the three regimes of the precipitation

FIG. 1. �Color online� Comparison of migration barriers for dif-
ferent LAEs calculated by different methods.

FIG. 2. �Color online� Snapshot of Fe-18Cr aged at 800 K at �a�
the nucleation stage, �b� the peak density, and �c� coarsening stage.
Cr atoms are plotted in dark �blue� and Fe atoms in bright �white�.
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process, namely, nucleation, growth, and coarsening can be
identified. The initial steep increase in Np and slow growth of

d̄p �Figs. 2 and 3� denote a dominant nucleation regime. The
presence of the plateau around the peak density Np

max and the

simultaneous fast growth of d̄p are to be attributed to the
onset of the growth stage �the peak density versus tempera-
ture for all the simulated concentrations is shown in Fig. 6�.
Finally, the decrease in Np and simultaneous increase in d̄p

with saturation of xCr in the matrix indicates the coarsening
stage, at which larger precipitates grow at the cost of the
dissolution �or coalescence� of smaller ones.

From the slopes of the Np curves plotted in Fig. 3, it

appears that the nucleation rate Ṅp increases with tempera-
ture, leading to a peak density that also increases with tem-
perature. This dependence can be understood in terms of
Gibbs’s homogeneous nucleation theory;42,43 according to
which,

Ṅp � exp�− �GC/kBT� , �1�

where �GC is the critical free-energy barrier for nucleation,
i.e., for the precipitate to become stable �see also below�.
From the slopes of the d̄p curves it appears that the growth
rate increases with temperature. This is consistent with the
temperature dependence of the thermally activated self-
diffusion mechanism controlling the precipitate growth,
since the self-diffusion coefficient scales with temperature as
exp�−Ea /kBT�, where Ea denotes the activation energy for
self-diffusion. Finally, Fig. 6 shows that the peak density
increases linearly with xCr and decreases with temperature.

At peak time d̄p stays constant at 1.4�0.1 nm for all con-
centrations and temperatures studied. This means that at peak
time only the density of the precipitates varies with concen-
tration and temperature, not the size.

The clear identification of the three stages of the precipi-
tation process and the agreement with theoretical consider-
ations allow us to go further and use a combination of theory
and simulation results to assess the critical free-energy bar-
rier and cluster size for a precipitate to become stable. As-
suming a homogeneous nucleation process, as is the case for

FIG. 5. �Color online� The Cr concentration in the matrix �de-
creasing curves� and the precipitate volume fraction �increasing
curves� as functions of Monte Carlo simulation time.

FIG. 6. �Color online� The precipitate density at peak time �i.e.,
highest density obtained in the simulation� as a function of
temperature.

FIG. 3. �Color online� The precipitate density as a function of
Monte Carlo simulation time.

FIG. 4. �Color online� The average diameter of the precipitates
as a function of Monte Carlo simulation time.
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our simulations, because of the lack of imperfections �pref-
erential sites for nucleation� in the AKMC crystallite, and
considering that a spherical ��-precipitate forms in the meta-
stable � matrix, the free-energy difference associated with
this transformation is

�G = 4
3
R3�gc + 4
R2
 . �2�

The first term is volume dependent and favors the formation
of the precipitate because of the creation of the stable ��
phase. The second one is a surface-dependent term counter-
acting the precipitate growth due to the creation of the ��-�
interface. The free-energy difference per unit volume be-
tween the �� and � phases is denoted as �gc �a negative
factor�, 
 denotes the �-�� interface energy, and R is the
radius of the nucleus. It is clear from Eq. �2� that initially the
free-energy difference increases due to the formation of an
additional interface, but starting from a certain critical size it
decreases due to the formed �� phase. The critical radius RC
at which a stable nucleus is formed is thus

RC =�3�GC

4


, �3�

where �GC is the total free-energy change at the critical size
from Eq. �2�. A precipitate embryo with a radius larger than
RC �henceforth nucleus� will grow further because its growth
leads to a further decrease in the free energy. At the steady

state Eq. �1� holds. In Fig. 7, ln Ṅp, as obtained from the
evolution of the precipitate density �see Fig. 3�, is plotted
versus the reciprocal of the kBT product. The required critical
free-energy difference �GC=16

3 /3�gc

2 is independent of
temperature, so it can be estimated from the slope of the
straight line fitted to the data points in Fig. 7. A value of 0.76
eV is found for �GC using a linear fit. The Fe-Cr interface
energy was separately estimated to be about 5–10 meV /Å2

�depending on the surface orientation�, so RC estimated from
Eq. �3� is found to be about 0.6–0.4 nm. Note that in Fig. 7
we included data points obtained at 900 K too. At this T, our
model still predicts precipitation, contrary to what should be
expected from the experimental phase diagram, because of

the absence of vibrational and magnetic effects in the model,
as already mentioned and further discussed later on. The
model is thus not valid there when compared to experiments.
However, an additional point improves statistics to estimate
the critical radius and free-energy barrier.

B. Atomic distribution in precipitates and matrix

The visualization of the precipitates extracted from the
matrix, as illustrated in Fig. 2, revealed that the stable pre-
cipitates formed have indeed, as assumed above, roughly
spherical shapes. After the nucleation stage, however, the
boundaries of the precipitates are formed mainly by �110�
facets for all xCr and T studied here, in agreement with the
results obtained by Lavrentiev et al.24

To quantify the level of ordering in both � and �� phases,
the Warren-Cowley SRO parameter44 was calculated sepa-
rately for the atoms located in the depleted matrix �hence-
forth �-SRO�, in the precipitates �henceforth ��-SRO�, and
in the whole simulation crystal �henceforth total SRO param-
eter�. The SRO parameter for the vth nn shell is defined as

SRO��� = 1 −
pFeCr

���

xFexCr
, �4�

where xFe and xCr denote the global Fe and Cr concentra-
tions, respectively. pFeCr

��� represents the mixed vth-nearest-
neighbor pair probability. The SRO parameter measures the
deviation at short range from the random state and vanishes
for the purely random state. A positive SRO indicates a num-
ber of atomic pairs of the same type higher than in the ran-
dom alloy, i.e., local clustering of alike atoms; a negative
SRO parameter denotes, on the contrary, a number of pairs of
unlike atoms higher than in the random state, expressing lo-
cal ordering.

In Fig. 8 the two partial SROs and the total SRO param-
eters are plotted. The total SRO parameter remains positive
during the whole precipitation process, due to the progres-
sive clustering of Cr atoms. The ��-SRO parameter is also
positive, while the �-SRO parameter is negative during the
whole precipitation process, consistently with the results ob-
tained in Ref. 25. The absolute values of the partial SRO
parameters are actually meaningless due to matrix-precipitate
interface effects, as explained in Ref. 25, but they are indica-
tive of trends and they are the only ones comparable with

FIG. 7. �Color online� Arrhenius plot of the nucleation rate.

FIG. 8. �Color online� Partial and total SRO parameters as func-
tions of Monte Carlo simulation time.
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existing experimental measurements. The important observa-
tion from this figure is that all three SRO parameters quickly
reach an almost constant asymptotic level. This means that
the mixed pair probabilities in the matrix and in the precipi-
tates, after a very short transient from the random state, do
not change during the whole precipitation process from
nucleation to coarsening. In other words, local equilibrium is
always reached extremely fast.

C. Comparison with experiment

A direct comparison of AKMC simulations with thermal
aging experiments is difficult due to the lack of a safe crite-
rion to establish the correspondence between treal and tMC, as
discussed, e.g., in Ref. 45. The solution proposed in that
work is to use experimental data to establish the synchroni-
zation. However, in the present case the difficulty stems from
the lack of experimental data. The closest experimental case
to our simulations concerns relatively pure Fe-20Cr alloys
aged at 773 K reported in Refs. 6, 8, and 21, where SANS
and TAP techniques were used separately, on different speci-
mens, to trace the precipitation evolution. The shortest stud-
ied aging time was 12, 20, and 50 h, respectively and from
then on only the coarsening stage was observed. Additional
AKMC simulations for Fe-20Cr aged at 773 K were there-
fore performed in order to be able to compare the results of
our model with experimental data. The synchronization was
established �treal=CtMC� by determining the C value corre-
sponding to the first time that the simulated diameter equals
the experimental one. In the absence of full consistency be-
tween the experimental data, we determined two coefficients
CBley=4.15�105 and CJaquet=6.92�104 using data from

Refs. 6 and 8, respectively. The results for d̄p and Np after
synchronization are presented and compared with the experi-
mental data6,8,21 in Figs. 9 and 10, respectively. It is clear that
for both estimates of C reasonable agreement with experi-
ment is reached. Note that the discrepancy between the three
experiments, probably due to the ambiguity in the interpre-
tation of the SANS data, is of the same order as the discrep-

ancy between simulation results and any experimental data
set.

As a cross check, we estimated the formation energy of a
vacancy in the Fe-20Cr alloy according to the obtained con-
version factors. The Monte Carlo simulation time can be
related with real time using the following expression:45

treal = �CV
MC

CV
real�tMC, �5�

where CV
real and CV

MC are the equilibrium thermal vacancy
concentration and the vacancy concentration in the simulated
crystal �CV

MC=1 /128 000�, respectively. The thermal
equilibrium vacancy concentration is given as CV

real

=K exp�−Ef
V /kBT�, where Ef

V is the formation energy for a
vacancy in the Fe-Cr alloy and K is a constant factor ap-
proximately equal to 3 due to the configurational entropy.46

The identification of CV
MC /CV

real with the above-obtained con-
version factors yields the values of 1.76 and 1.64 eV for Ef

V,
respectively. We now compare these values with the esti-
mates from the self-diffusion experiments performed by
Wolfe and Paxton.47 We therefore extract the vacancy forma-
tion energy from the reported activation energies Ea, so that
Ef

V=Ea−E0. Using the values for E0 given in Sec. II A, the
formation energy for a vacancy is estimated to be around
1.68 eV for Fe-20Cr, which is in the range of the values
estimated by synchronizing our simulation results to the ex-

perimental data. The fairly good agreement for d̄p and Np
with the thermal aging experiments6,8 and for the estimated
vacancy formation energy with the results obtained in inde-
pendent experimental self-diffusion measurements47 makes
us believe that our simulations provide an adequate descrip-
tion of Fe-Cr thermal aging up to the onset of the coarsening
stage, within the studied xCr and for T up to 800 K. Above
800 K the Cr solubility predicted by the rigid lattice model
underestimates the experimentally determined limit. �The
data obtained at 900 K are only to be considered as a
complement for the consistency check with the phase dia-
gram, as explained in Sec. IV, and to provide extra data for

FIG. 9. �Color online� Comparison of experimental and simu-
lated precipitate densities. FIG. 10. �Color online� Comparison of experimental and simu-

lated mean precipitate diameters.
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the estimation of the critical size for a stable precipitate, as
already mentioned�.

IV. DISCUSSION

A. Consistency with the phase diagram

In Fig. 11 the phase diagram obtained using regular solu-
tion approximation and the interatomic potential is plotted.
We thus can verify whether the obtained results, regardless
the approximations inherent to the applied AKMC method,
converge to the thermodynamic limit predicted by the inter-
atomic potential or not. It is important to verify that the
thermodynamic limit is not changed significantly when ap-
plying the potential in AKMC method. The consistency of
the phase diagram predicted by the potential with the experi-
mental one is discussed in Ref. 32.

Focusing on the Cr-rich phase boundary in Fig. 11, which
determines the �� composition in the thermodynamic limit,
the precipitate composition appears to be about 92–94 at. %
Cr in the temperature range of 600–800 K. This is in good
agreement with the composition of �� precipitates estimated
to be about 93–94 at. % Cr, as determined by the threshold
�see Sec. II C�. From Fig. 5, fp obtained from the simulations
can be compared with fp predicted from the phase diagram
using the lever rule. The comparison shows an agreement
within 3 at. % for all temperatures and alloys studied. The
phase boundary points determined from the AKMC simula-
tions as described above are superposed in Fig. 11. We con-
clude that the results obtained by the rigid lattice AKMC are
indeed consistent with the phase diagram calculated indepen-
dently, with the same interatomic potential, in regular solu-
tion approximation �i.e., without including any vibrational
entropy contribution�.

B. Characterization of precipitates

In the range of xCr and T studied here, we found that the
precipitation process occurs via nucleation, growth, and
coarsening stages, clearly dominating at different moments
during the simulation. The critical precipitate radius and

free-energy barrier for the stable nucleus were estimated to
be 0.4–0.6 nm and 0.76 eV, respectively, which suggests that
only stable nuclei well above the critical size are resolvable
by experimental techniques such as TEM. Caution should be
taken, however, about the applicability of the homogeneous
nucleation theory. Since magnetic and vibration effects may
alter the interface-energy value, the estimated critical radius
may change as well. However, within the fairly wide range
of interface-energy values estimated for different surface ori-
entations �see Sec. III A�, we believe that the effect on the
reported critical radius would be largely irrelevant.

It is important to mention that Np at peak time is at least 1
order of magnitude larger than at the coarsening stage. This
suggests that a comparison between simulation results and
experiments may reveal apparent discrepancies if the simu-
lation is short and the experiments well into the coarsening
stage, especially in the absence of a clear criterion to perform
the time renormalization.45 This point is further discussed in
Sec. IV C.

Finally, the peak density decreases linearly with tempera-
ture and increases with concentration, as shown in Fig. 6,

while d̄p remains the same within the error bar at
1.4�0.1 nm. As a consequence, the hardening related to the
presence of precipitates at the end of the nucleation stage is
expected to be determined mainly by the density.

C. Limitations of the simulations

The AKMC model applied here to trace the stages of �-��
separation is oversimplified from many points of view. In
particular, no contribution to the free energy of the system
from relaxation and magnetic effects is included, as we use a
rigid lattice approximation and a classical interatomic poten-
tial as cohesive model. The latter was fitted to the ferromag-
netic enthalpy of the alloy obtained from DFT, i.e., at 0 K
and thus cannot reproduce the magnetic transition. To be
on the safe side, the model should therefore only be used
at temperatures well below the Curie temperature
�	1000 K�,18 where magnetic disorder has a minor effect on
the Cr solubility. For example, as remarked already, the
model predicts precipitation at 900 K, whereas this is not
observed in experiments.

Furthermore, the use in the KW decomposition29 of a
LAE-independent excess migration energy to estimate the
LAE-dependent migration barriers is known a priori to be an
oversimplification, as shown for example by Djurabekova et
al.41 However, the comparison of the barriers estimated using
the NEB method and the KW decomposition, presented in
Fig. 1, reveals that the deviations are not significant, espe-
cially for low values of the migration barriers, which are of
primary importance. Moreover, low migration energy barri-
ers from the KW decomposition also show reasonable agree-
ment with the available DFT values.39

Another restriction of the AKMC used here is the constant
attempt frequency prefactor �0. Due to the temperature de-
pendence of vibrational and magnetic entropy, �0 is also tem-
perature dependent, an effect which is not accounted for
here. Stated this, however, the LAE dependence of the mi-
gration barriers is a more important effect.41

FIG. 11. The phase diagram estimated in regular solution ap-
proximation for the interatomic potential used in this work.
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The main advantage of the model presently adopted is
that it combines simplicity and effectiveness at describing
the kinetics of �-�� separation in concentrated Fe-Cr alloys,
while accounting for the latest information from DFT calcu-
lations about the thermodynamic properties of this alloy.
Nonetheless, there are limitations inherent to the AKMC
technique itself, independently of the adopted cohesive
model and algorithm for the migration energy estimation.
From the results presented above, it appears that Np �esti-
mated to be between 2�1024 and 3�1025 m−3� is larger
compared to typical experimental data �1022–1023 m−3�
from TEM observations.9,10 On the other hand, d̄ estimated
near the end of the simulation remains rather small �3–4 nm�,
just above the limit of the TEM resolution. As suggested by
Figs. 9 and 10, one needs to prolong the simulations by a few
orders of magnitude in time to obtain densities and sizes in
the experimental range, which is therefore outside our cur-
rent computational capabilities. An additional problem is
represented by the absence of a safe criterion to renormalize
the simulation time. It should be noted that the use of a
self-consistent approach based on the idea of parametrizing
Eq. �5� using estimates from the model itself, such as the one
suggested in Ref. 48, is only applicable in the case of dilute
alloys. For example, in concentrated alloys there is no one
precise value for the formation energy of a vacancy, but an
average value that can be only obtained a posteriori after
proper averaging over a large number of local configurations,
or deduced indirectly, as done here in Sec. III C. Thus, an
approach based on the synchronization with experimental
data, as suggested in Ref. 45, is the only option. However,
such a synchronization becomes impossible if there is no
single simulation point overlapping with the experimental
points.

Furthermore, the minimum density and maximum obtain-
able size are limited by the simulation box size. For the
chosen simulation crystal, the possible lowest density �one
precipitate per box� is 6.7�1023 m−3. Using the lever rule at
600–800 K for Fe-12Cr, the maximum possible fp is esti-
mated at 0.062–0.046 and 0.131–0.117 for Fe-18Cr at 600
and 800 K, respectively. Assuming one spherical precipitate
per box and using the just-estimated precipitated fractions,
the maximum precipitate diameter in Fe-12Cr would be 5.6–
5.1 nm at 600–800 K and 7.2–6.9 nm in Fe-18Cr at 600–800
K, respectively. This suggests that, at the coarsening stage,
size effects may come into play, biasing the results toward
lower sizes and higher densities of the precipitates.

It is important to note that the CPU time shows a qua-
dratic increase with box volume.49 We therefore believe that
AKMC simulations, as performed in this study, are in fact
not an adequate tool to study the coarsening process in the
Fe-Cr system. Advanced methods, possibly exploiting paral-
lelization techniques and other specific algorithms to reduce
the computational load, are certainly needed to allow AKMC
simulations to treat correctly a coarsening process in concen-
trated alloys.

We believe, however, that the nucleation and growth
stages can be adequately reproduced, even using an oversim-
plified model such as ours, as long as the thermodynamics
and defect mobilities in the alloy are acceptably reproduced.
At these stages, the mean precipitate size is small �a few
nanometer�, while the density is high, in agreement with ex-
periments, as shown in Sec. III C. They are therefore acces-
sible to AKMC techniques. Another indirect prove of this is
the fact that the critical size found here is below the reso-
lution of experimental techniques ��1.2 nm�, so the precipi-
tates observed experimentally are stable ones. In turn, this
means that the simulation results provide a correct upper
bound for the stable precipitate size.

V. CONCLUSIONS

A simple rigid lattice AKMC approach has been applied
to study the precipitation process in Fe-Cr alloys varying Cr
content and temperature. The precipitation process has been
characterized in terms of precipitate shape, size, density, and
internal structure. The rearrangement of Cr solutes in the
depleting matrix was followed by estimating partial and total
SRO parameters during the precipitation process. The ob-
tained results have shown that the precipitation process in the
studied alloys occurs in three stages, namely, nucleation,
growth, and coarsening and that the applied model is ad-
equate to reproduce the first two.

The critical size for stable precipitates was determined to
be less than 1.2 nm, which is at the limit of the resolution of
many experimental techniques. The maximum density was
found to vary with temperature and Cr content, but the aver-
age precipitate size �at the moment when the maximum den-

sity is reached� remains the same �d̄p=1.4 nm� within the
error of the calculations.

The comparison of the precipitate size and density with
experimental data showed reasonable agreement, despite of
the oversimplification of the model, which does not allow for
vibrational and magnetic effects. We therefore believe that
the presented results can serve to describe the evolution of
the precipitation process in its early stages at temperatures
below Curie temperature, on which the experimental obser-
vation techniques hitherto applied have provided hardly any
data.
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